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Example 1: Effect of Theorems
Does including a theorem in my paper cause it to get accepted?

\begin{theorem}

\end{theorem}
…



Example 1: Effect of Theorems
Does including a theorem in my paper cause it to get accepted?

\begin{theorem}

\end{theorem}
…

Dataset of papers with theorem inclusion (T) and paper 
acceptance (Y) 

\begin{theorem}

\end{theorem}

…

…

Ti = 1

Yi = 1



Naive Estimation Strategy

Mean difference in acceptance rates for theorem-having 
and not theorem-having papers

\begin{theorem}

\end{theorem}

…

…

Ti = 1

Yi = 1

Estimate effect as: 𝔼[Y |T = 1] − 𝔼[Y |T = 0]



Subject 2

Different paper subjects call for theorems, and also have 
higher or lower acceptance rates

\begin{theorem}
\end{theorem}

Ti = 1

Yi = 1

Ti = 0

Yi = 0

Abstract:  
We show 
theoretical 
…

Abstract:  
We perform 
experiments
…

Subject 1

Naive Estimation Strategy



Subject 2

Challenge of Observational Data

Conditioning and intervening are not the same

\begin{theorem}
\end{theorem}

Ti = 1

Yi = 1

Ti = 0

Yi = 0

Abstract:  
We show 
theoretical 
…

Abstract:  
We perform 
experiments
…

Subject 1

𝔼[Y; do(T = 1)] ≠ 𝔼[Y |T = 1]



Causal Graphical Model

Ti Yi

\begin{theorem}

\end{theorem}
…

Abstract:  
We show 
theoretical 
… Wi



Solution: Backdoor Adjustment

Ti Yi

\begin{theorem}

\end{theorem}
…

Abstract:  
We show 
theoretical 
… Wi

𝔼[Y; do(T = 1)] = 𝔼W[𝔼[Y |T = 1,W]]



High-dimensional Data

Ti Yi

\begin{theorem}

\end{theorem}
…

Abstract:  
We show 
theoretical … Wi

𝔼[Y; do(T = 1)] = 𝔼W[𝔼[Y |T = 1,W]]
High-dimensional!



Solution: Dimensionality Reduction

Ti Yi

\begin{theorem}

\end{theorem}
…

Abstract:  
We show 
theoretical … Wi

𝔼[Y; do(T = 1)] = 𝔼Z[𝔼[Y |T = 1,W]]

Zi = f(Wi)
Paper Subject

Insight: confounding variable is a low-dimensional 
representation of words



Why not topic modeling?

Ti Yi

\begin{theorem}

\end{theorem}
…

Abstract:  
We show 
theoretical … Wi

Zi = f(Wi)
Paper Subject

One option: fit generative model of abstract text, e.g., LDA



Why not topic modeling?

Ti Yi

\begin{theorem}

\end{theorem}
…

Abstract:  
We show 
theoretical … Wi

Zi = f(Wi)
Paper Subject

One option: fit generative model of abstract text, e.g., LDA


But do we really need full data generating distribution?



Main Ideas

Ti Yi

\begin{theorem}

\end{theorem}
…

Abstract:  
We show 
theoretical … Wi

Zi = f(Wi)
Paper Subject

1. Neural language models produce embeddings that work well for 
supervised problems.
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\end{theorem}
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Zi = f(Wi)
Paper Subject

1. Neural language models produce embeddings that work well for 
supervised problems.


2. Out-of-the-box, embeddings may not suffice for causal adjustment.



Main Ideas

Ti Yi

\begin{theorem}

\end{theorem}
…

Abstract:  
We show 
theoretical … Wi

Zi = f(Wi)
Paper Subject

1. Neural language models produce embeddings that work well for 
supervised problems.


2. Out-of-the-box, embeddings may not suffice for causal adjustment.

3. Insight: the part of text which carries information about treatment and 

outcome is all that matters.



Adapting Embeddings for Causal 
Inference

𝔼[Y; do(T = 1)] = 𝔼Z[𝔼[Y |T = 1,Z]]

=
1
n ∑

i

𝔼[Yi |Ti = 1,f(Wi)]

=
1
n ∑

i

Q(Ti, f(Wi))

Want mapping of words to minimize error on 
predicting outcomes given treatment



Adapting Embeddings for Causal 
Inference

Learn embedding              
to predict conditional 
outcomes

λ = f(W )

𝔼[Y; do(T = 1)] = 𝔼Z[𝔼[Y |T = 1,Z]]

=
1
n ∑

i

𝔼[Yi |Ti = 1,f(Wi)]

=
1
n ∑

i

Q(Ti, f(Wi))

Want mapping of words to minimize error on 
predicting outcomes given treatment



Adapting Embeddings for Causal 
Inference

Estimators with better statistical efficiency use propensity score:

P(T = 1 |λ = f(W )) = g(λ)

𝔼[Y; do(T = 1)] = 𝔼Z[𝔼[Y |T = 1,Z]]

=
1
n ∑

i

𝔼[Yi |Ti = 1,f(Wi)]

=
1
n ∑

i

Q(Ti, f(Wi))



Adapting Embeddings for Causal 
Inference

P(T = 1 |λ = f(W )) = g(λ)

Learn embedding      to predict 
conditional outcomes and 

propensity scores

λ

Estimators with better statistical efficiency use propensity score:

𝔼[Y; do(T = 1)] = 𝔼Z[𝔼[Y |T = 1,Z]]

=
1
n ∑

i

𝔼[Yi |Ti = 1,f(Wi)]

=
1
n ∑

i

Q(Ti, f(Wi))



Main Ideas

Ti Yi

\begin{theorem}

\end{theorem}
…

Abstract:  
We show 
theoretical … Wi

Zi = f(Wi)
Paper Subject

1. Neural language models produce embeddings that work well for 
supervised problems. 

2. Out of the box, embeddings may not suffice for causal adjustment

3. Insight: the part of text which carries information about treatment and 

outcome is all that matters 



Standard BERT

We show theoretical guarantees

Transformer model that produces a task-specific 
embedding given a sequence of tokens, e.g., abstract 

λ

Pre-trained

Fine-tuned for 
prediction



Causal BERT

We show theoretical guarantees

1Ti

λ

Pre-trained

Logit-linear map



Causal BERT

We show theoretical guarantees

1 0Ti Yi

1
Ti

2-layer NN

λ

Pre-trained

Logit-linear map



Causal BERT

We show theoretical guarantees

1
Ti

Logit-linear map
2-layer NN

λ
̂g(λ) Q̂(λ, T = 1)

Expected 
outcome

Propensity 
score

Jointly trained with 
unsupervised loss to 

maintain language structurePre-trained



Causal Estimation

Linear map
2-layer NN

λ
̂g(λ)

Q̂(λ, T = 1)

Expected 
outcomes

Propensity 
score

Q̂(λ, T = 0)

Q̂(λ, T = 1)
Q̂(λ, T = 0)



Causal Estimation

Linear map
2-layer NN

λ
̂g(λ)

Q̂(λ, T = 1)

Expected 
outcomes

Propensity 
score

Q̂(λ, T = 0)

̂g(λi)
Q̂(λi, T = 1)
Q̂(λi, T = 0)

\begin{theorem}

\end{theorem}

…

…

𝒟 = {(Ti, Wi, Yi)}n
i=1

Train Predict

Plug into known estimators 



Example 2: Direct Effects
Does labeling a Reddit post with gender directly affect its popularity? 

So I started 
keto/IF … 

Ti = M Yi



Example 2: Direct Effects
Does labeling a Reddit post with gender directly affect its popularity? 

Want to estimate direct effect after accounting for effect 
mediated by variations in text

So I started 
keto/IF … 

So I started 
keto/IF … 

Ti = M

Wi

Yi



Example 2: Direct Effects
Does labeling a Reddit post with gender directly affect its popularity? 

Estimator of direct effect also involves propensity score 
and expected outcomes

So I started 
keto/IF … 

So I started 
keto/IF … Zi = f(Wi)

Ti = M

Wi

Yi

E.g., subreddit



Does Causal BERT work?
How do we evaluate this method?

\begin{theorem}

\end{theorem}
…

Average treatment effects Natural direct effects

So I started 
keto/IF … 

No available ground truth causal effects!



Does Causal BERT work?
How do we evaluate this method?

Strategy: simulate only outcomes

\begin{theorem}

\end{theorem}
…

Average treatment effects Natural direct effects

So I started 
keto/IF … 

No available ground truth causal effects!



Example 2: Direct Effects

So I started 
keto/IF … 

So I started 
keto/IF … Zi

Ti = M

Wi

Yi

Subreddit

Identify known covariate which text encodes 
and varies between genders, e.g., subreddit



Example 2: Direct Effects

So I started 
keto/IF … 

So I started 
keto/IF … Zi

Ti = M

Wi

Yi

Subreddit

Simulate outcomes in a way that uses both the 
treatment and subreddit information



Example 2: Direct Effects

So I started 
keto/IF … 

So I started 
keto/IF … Zi

Ti = M

Wi

Yi

Subreddit

Yi = Ti + β1(π(Zi) − 0.5) + ϵi, ϵi ∼ 𝒩(0,γ)

Treatment effect = 1



Example 2: Direct Effects

So I started 
keto/IF … 

So I started 
keto/IF … Zi

Ti = M

Wi

Yi

Subreddit

Proportion of M in 
subreddit

Yi = Ti + β1(π(Zi) − 0.5) + ϵi, ϵi ∼ 𝒩(0,γ)

Treatment effect = 1



Example 2: Direct Effects

So I started 
keto/IF … 

So I started 
keto/IF … Zi

Ti = M

Wi

Yi

Subreddit

Posits that subreddits that men typically post in 
have more popular posts

Yi = Ti + β1(π(Zi) − 0.5) + ϵi, ϵi ∼ 𝒩(0,γ)



Example 2: Direct Effects

So I started 
keto/IF … 

So I started 
keto/IF … Zi

Ti = M

Wi

Yi

Subreddit

Strength of indirect 
effect

Yi = Ti + β1(π(Zi) − 0.5) + ϵi, ϵi ∼ 𝒩(0,γ)



Simulation Studies

Data: 

1) PeerRead: arXiv papers (cs.cl, cs.lg, or cs.ai) with 
accept decision, theorem inclusion and buzzy title 
(‘deep’, ‘neural’, ‘embed’ or ‘adversarial net’)


2) Reddit: top-level comments from subreddits with 
gender labels and upvotes



Simulation Studies

Comparisons 
1) BOW: expected outcomes and propensity score 

models fit with BOW features 
2) LDA: models fit with each document’s inferred topic 

proportions 

Data: 

1) PeerRead: arXiv papers (cs.cl, cs.lg, or cs.ai) with 
accept decision, theorem inclusion and buzzy title 
(‘deep’, ‘neural’, ‘embed’ or ‘adversarial net’)


2) Reddit: top-level comments from subreddits with 
gender labels and upvotes



Reddit Simulation
Reddit: top-level comments from subreddits with gender 
labels and upvotesTable 1: Embedding adjustment recovers the NDE on Reddit. This persists even with high confounding and

high noise. Table entries are estimated NDE. Columns are labeled by confounding level. Low, Med., and
High correspond to �1 = 1.0, 10.0 and 100.0.

Noise: � = 1.0 � = 4.0
Confounding: Low Med. High Low Med. High

Ground truth 1.00 1.00 1.00 1.00 1.00 1.00
Unadjusted 1.03 1.24 3.48 0.99 1.22 3.51

Words �̂plugin 1.01 1.17 2.69 1.04 1.16 2.63
Words �̂TMLE 1.02 1.18 2.71 1.04 1.17 2.65
LDA �̂

plugin 1.01 1.20 2.95 1.02 1.19 2.91
LDA �̂

TMLE 1.01 1.20 2.96 1.02 1.19 2.91
�̂
plugin 0.96 1.05 1.24 0.83 0.63 1.31
�̂
TMLE 0.98 1.05 1.58 0.95 1.00 1.51

Table 2: Embedding adjustment recovers the ATE on PeerRead. This persists even with high confounding.
Table entries are estimated ATE. Columns are labeled by confounding level. Low, Med., and High correspond
to �1 = 1.0, 5.0 and 25.0.

Confounding: Low Med. High

Ground truth 0.06 0.05 0.03
Unadjusted 0.08 0.15 0.16

Words  ̂Q 0.07 0.13 0.15
Words  ̂TMLE 0.07 0.13 0.15
LDA  ̂

Q 0.06 0.06 0.06
LDA  ̂

TMLE 0.06 0.06 0.06
 ̂
Q 0.07 0.06 �0.01

 ̂
TMLE 0.06 0.07 0.04

4.2 Results257

Estimator Evaluation Empirical evaluation of causal estimation procedures requires semi-synthetic258

data because ground truth causal effects are usually not available for real-world data. For such259

evaluations to be compelling, the semi-synthetic model must be reflective of real-world data. This260

is challenging for text data: there are no realistic generative models of text, so it is not possible261

to generate a confounder and then generate the text, treatment, and outcome on the basis of this262

confounder.263

To circumvent this, we use real metadata—subreddit and title buzziness—as the confounders z̃ for264

the simulation. We simulate only the outcomes, using the treatment and the confounder. We compute265

the true propensity score ⇡(z̃) as the proportion of units with ti = 1 in each strata of z̃. Then, Yi is266

simulated from the model:267

Yi = ti + b1(⇡(z̃i)� 0.5) + "i "i ⇠ N(0, �).

Or, for binary outcomes,268

Yi ⇠ Bernoulli(�(0.25ti + b1(⇡(z̃i)� 0.2)))

The parameter b1 controls the level of confounding; e.g., the bias of the unadjusted difference269

E[Y |T = 1] � E[Y |T = 0] increases with b1. For PeerRead, we report estimates of the ATE for270

binary simulated outcomes. For Reddit, we compute the NDE for simulated real-valued outcomes.271

Additionally, we compare against two baselines. The first is a two-stage procedure that uses LDA to272

estimate document-topic proportions ẑ and linear/logistic regression for Q̂(ẑ) and ĝ(ẑ). The second273

7

Across two estimators of treatment effect



PeerRead Simulation

Table 1: Embedding adjustment recovers the NDE on Reddit. This persists even with high confounding and
high noise. Table entries are estimated NDE. Columns are labeled by confounding level. Low, Med., and
High correspond to �1 = 1.0, 10.0 and 100.0.
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is challenging for text data: there are no realistic generative models of text, so it is not possible261

to generate a confounder and then generate the text, treatment, and outcome on the basis of this262
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To circumvent this, we use real metadata—subreddit and title buzziness—as the confounders z̃ for264

the simulation. We simulate only the outcomes, using the treatment and the confounder. We compute265
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binary simulated outcomes. For Reddit, we compute the NDE for simulated real-valued outcomes.271
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7

PeerRead: arXiv papers (cs.cl, cs.lg, or cs.ai) with accept 
decision, theorem metadata and buzzy title



Example 1: Effect of Theorems
Does including a theorem in my paper cause it to get accepted?

\begin{theorem}

\end{theorem}
…

Table 3: Embedding adjustment reduces estimated treatment effects in PeerRead. Entries are estimated
treatment effect and 10-fold bootstrap standard deviation.

buzzy theorem

Unadjusted 0.08± 0.01 0.21± 0.01
 ̂
Q 0.01± 0.03 0.03± 0.03

 ̂
TMLE 0.06± 0.04 0.10± 0.03

Table 4: Embedding adjustment reduces estimated direct effects in Reddit. Entries are estimated treatment
effect and 10-fold bootstrap standard deviation.

okcupid childfree keto

Unadjusted �0.18± 0.01 �0.19± 0.01 �0.00± 0.00
�̂
plugin �0.10± 0.04 �0.10± 0.04 �0.03± 0.02
�̂
TMLE �0.15± 0.05 �0.16± 0.05 �0.01± 0.00

fits linear/logistic regression for the expected outcomes and treatments using word counts directly274

without dimensionality reduction.275

Results are summarized in Tables 1 and 2. Compared to the unadjusted estimate, all methods for276

adjustment reduce confounding. However, causal BERT does substantially better for moderate to277

high confounding. This is even in a simulation setting favorable to LDA (the true confounding is278

topic, and has a simple relation to outcome). The benefits of dimensionality reduction on text are279

clear in PeerRead, where adjustment based on LDA is much better than using the words alone.280

The effect of exogeneity. We assume that the text carries all information about the confounding281

(or mediation) necessary to identify the causal effect. In many situations, this assumption may not282

be fully realistic. For example, in the simulations just discussed, it may not be possible to exactly283

recover the confounding from the text. We study the effect of violating this assumption by simulating284

both treatment and outcome from a confounder that consists of a part that can be fully inferred from285

the text and part that is wholly exogenous.286

Figure 2: The method improves the unadjusted esti-
mator even with exogeneous mediatiors. Plot shows
estimates of NDE from simulated data based on Reddit.
Ground truth is 1.

The challenge is finding a realistic confounder287

that can be exactly inferred from the text. Our288

approach is to (i) train BERT to predict the289

actual treatment of interest, producing propen-290

sity scores ĝi for each i, and (ii) use ĝi as the291

inferrable part of the confounding. Precisely,292

we simulate propensity scores as logit gsim =293

(1� p) logit ĝi + p⇠i, with ⇠i
iid⇠ N(0, 1). The294

outcome is simulated as above. When p = 0,295

the simulation is fully-inferrable and closely296

matches real data. Increasing p allows us to297

study the effect of exogeneity; see Section 4.2.298

As expected, the adjustment quality decays. Re-299

markably, the adjustment improves the naive300

estimate at all levels of exogeneity—the method301

is robust to violations of the theoretical assump-302

tions.303

Application We apply causal BERT to estimate the treatment effect of buzzy and theorem, and the304

effect of gender on log-score in each subreddit; see Tables 3 and 4. Although unadjusted estimates305

suggest strong effects, our results show this is in large part explainable by confounding or mediating.306

On PeerRead, the TMLE estimate  ̂TMLE suggests a positive effect from including a theorem on307

paper acceptance, but the Q-only estimator does not. On Reddit, both estimates suggest a positive308

effect from labeling a post as female on its score in okcupid and childfree.309

8

On PeerRead



Conclusions

1. Adapted black-box embedding method, e.g., BERT, to obtain embeddings 
that can be used to make valid causal inferences.


2. Using metadata like subreddit and buzzy title, which text encodes, we 
simulated outcomes that are affected by confounders or mediators.


3. Empirical studies suggested that Causal BERT embedding best captures 
the information in text that’s needed for adjustment.



Conclusions

1. Adapted black-box embedding method, e.g., BERT, to obtain embeddings 
that can be used to make valid causal inferences.


2. Using metadata like subreddit and buzzy title, which text encodes, we 
simulated outcomes that are affected by confounders or mediators.


3. Empirical studies suggested that Causal BERT embedding best captures 
the information in text that’s needed for adjustment.

Code and data: github.com/blei-lab/causal-text-embeddings

Contact: {vveitch, dhanya.sridhar}@columbia.edu


